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Abstract. It is shown that bisimulation equivalence is decidable for
the processes generated by (nondeterministic) pushdown automata
where the pushdown behaves like a counter, in fact. Also regularity,
i.e. bisimulation equivalence with some finite-state process, is shown
to be decidable for the mentioned processes.

1 Introduction

In recent years, growing effort has been devoted to the area of verifica-
tion of (potentially) infinite-state systems. An important studied question
is that of (un)decidability for various (behavioural) equivalences. A promi-
nent role among these equivalences is played by bisimulation equivalence, or
bisimilarity, which is more appropriate for (concurrent, reactive etc.) sys-
tems than e.g. the traditional language equivalence (cf. [Mil89]). Roughly
speaking, two processes (states of systems) are bisimilar iff for any evolv-
ing of one process caused by performing an action labelled a there is an
action labelled a which causes evolving of the other process in such a way
that the resulting processes (states) are again bisimilar.

Several recent results help to highlight and understand the decidabil-
ity boundaries for bisimilarity, which are different from those for language
equivalence. It is e.g. known that bisimilarity is decidable for Basic Par-
allel Processes [CHM93] while the language equivalence is undecidable
for them [Hir93]. More relevant here are context-free processes (gener-
ated by context-free grammars), also called BPA-processes, where the lan-
guage equivalence is well-known to be undecidable while bisimilarity is
decidable [CHS95]. Pushdown automata (which are in the ‘language sense’
equivalent to context-free grammars) generate a richer family than that of
context-free processes when considering bisimulation equivalence. These
pushdown processes can be identified with ‘state-pushdown’ configurations,
whose behaviour is determined by the transition rules (not allowing "-rules).

1Supported by the Grant Agency of the Czech Republic, Grant No. 201/97/0456, and
also by the Univ. of Ostrava grant No. 031/97
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Recently Stirling [Sti96] has shown the decidability of bisimilarity for normed
pushdown processes, while the question remains open for the whole class.

Here we show the decidability of bisimilarity for another subclass of
pushdown processes: we will not impose the restriction of normedness but
we consider the case when the pushdown behaves like a counter, in fact;
i.e. there is only one stack symbol, besides a special bottom symbol which
enables to test ‘emptiness’ of the pushdown. Let us call such processes as
one-counter processes. The decidability result for one-counter processes also
confirms the conjecture by the author [Jan93] that bisimilarity for labelled
Petri nets with one unbounded place is decidable (while two unbounded
places suffice for undecidability).

Semidecidability of nonbisimilarity of pushdown processes can be de-
rived easily in the standard way applied for image finite systems. Therefore
semidecidability of bisimilarity is what matters here. In similar cases, the
key point is to show that the bisimilarity case has always a finite (or finitely
presented) witness whose validity can be checked algorithmically. In our
case, at the one-counter processes, the role of such witnesses is played by
(descriptions of) semilinear sets; this approach was already used in [Jan93]
or [Esp95].

Roughly speaking, the existence of such witnesses (i.e. semilinear bisim-
ulations) for one-counter processes can be anticipated from the intuition
that two bisimilar processes have to have the same ‘distance’ (minimum
number of steps) to a ‘bottom process’ (configuration with only the bottom
symbol in the pushdown=counter) when such bottom processes matter at
all; it can be guessed that then the counter heights of such processes have
to be, in principle, linearly related. The possibility of an algorithmic check-
ing of a witness’ validity can be easily observed due to the decidability of
Presburger arithmetic (although this deep result is surely not needed in its
whole).

Another natural decidability question is that of regularity of a given pro-
cess, which will in our context mean the bisimulation equivalence with
some finite-state process. This problem has been shown to be decidable
for labelled Petri nets [JE96], which include BPP-processes. In [BCS96], the
decidability is shown for BPA-processes (where the ‘language regularity’ is
well-known to be undecidable). The question for the whole class of push-
down processes is still open (while for the class of normed pushdown pro-
cesses is easily seen to be decidable). As an additional result, we demon-
strate that regularity is also decidable for one-counter processes.

In fact, one-counter processes can be ‘almost’ identified with labelled
Petri nets with one unbounded place; but unlike Petri nets they can ‘test
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for zero’. Nevertheless the strategy used in the proof of decidability of
regularity for labelled Petri nets [JE96] applies for them as well.

Section 2 contains definitions and claims the results; the proofs are given
in Section 3. Section 4 adds some further comments.

2 Definitions and Results

We begin with recalling some standard notions.
A labelled transition system, a system for short, is a tuple T = (S; f

a
�!ga2A)

where S is the set of states, A is the set of actions (or action names) and each
a
�! is a binary (transition) relation on S ( a

�!� S � S). By E ! F (E; F 2 S)
we mean that E

a
�! F for some a; !� denotes the reflexive and transitive

closure of the relation !. By E !� S0 (S0 is reachable from E), where S0 � S,
we mean E !� F for some F 2 S0. In the obvious sense, we also use E

u
�! F

where u 2 A�; juj denotes the length of the sequence u.
A transition system T = (S; f

a
�!ga2A) is finite iff S and A are finite. T

is image finite iff succ(E) =
S

a2A succa(E) is finite for any E 2 S, where we
define succa(E) = fE0 j E

a
�! E0g.

Speaking of a process E, we always consider it as (being associated with)
a state in a transition system which is clear from the context. When neces-
sary, we denote the relevant transition system by T (E). Using the term of a
finite, or rather a finite-state, process E, we mean that T (E) is finite; similarly
for an image finite process.

A binary relationR between processes is a bisimulation relation provided
that whenever (E; F) 2 R, for each action a

if E
a
�! E0 then there is F0 s.t. F

a
�! F0 and (E0; F0) 2 R, and

if F
a
�! F0 then there is E0 s.t. E

a
�! E0 and (E0; F0) 2 R.

Two processes E and F are bisimulation equivalent, or bisimilar, written E � F,
if there is a bisimulation relation R relating them.

The family f�nj n � 0g (of relations between processes) is defined in-
ductively:

1/ E �0 F for all processes E; F
2/ E �n+1 F iff for each a

if E
a
�! E0 then there is F0 s.t. F

a
�! F0 and E0 �n F0, and

if F
a
�! F0 then there is E0 s.t. E

a
�! E0 and E0 �n F0.
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Let us recall some ‘folklore’ results.

Proposition 2.1. For image finite processes, E � F iff 8n � 0 : E �n F.

Let us call T = (S; f
a
�!ga2A) an admissible system iff the state set S is

finite or countably infinite (identified with a set of sequences over a finite
alphabet), the action set A is finite, T is image finite, and all the successor
functions succa : S �! 2S are effectively computable.

Proposition 2.2. Considering only admissible transition systems, all the rela-
tions E �n F (n 2 N ) are decidable. Therefore the problem E 6� F is semidecidable.

Now we define the pushdown processes (cf. e.g. [Sti96]); loosely speak-
ing, these are state-pushdown configurations of a given (nondeterministic)
pushdown automaton without "-rules. Then we introduce the ‘one-counter
case’.

Suppose a given collection (i.e. a pushdown automaton viewed as a
‘pushdown process generator’) M = (P;Γ;A;B) where P = fp1; p2; : : : ; pkg is
a finite set of states, Γ = fX1;X2; : : : ;Xmg is a finite set of stack symbols, A =
fa1; a2; : : : ; ang is a finite set of actions, and B is a finite set of basic transitions,
each of the form pX

a
�! q� where p, q are states, a is an action, X is a stack

symbol and � is a sequence of stack symbols (i.e. � 2 Γ�). The transition
system TM generated by M has the expressions p� (p 2 P, � 2 Γ�), called
pushdown processes, as states, A is its action set, and the transition relations
are in the straightforward way determined by the basic transitions together
with the following prefix rule: if pX

a
�! q� then pX�

a
�! q�� (for any

� 2 Γ�).
When Γ = fX;Zg and any basic transition is of the form pX

a
�! q� or

pZ
a
�! q�Z where � 2 fXg� (we call M = (P;Γ;A;B) a one-counter machine in

such a case), then any pXX : : :XZ is called a one-counter process. For conve-
nience, a process pXmZ will be denoted by p(m) (m 2 N , where N denotes
the set of all nonnegative integers).

Notice that any process reachable from a one-counter process is a one-
counter process as well. Thus for a one-counter machine M we can safely
suppose that TM has states of the form p(m) only.

Our main aim here is to show

Theorem 2.3. Bisimulation equivalence is decidable for one-counter processes.

More precisely it means that there is an algorithm which inputs (de-
scriptions of) two one-counter processes p(m), p0(m0) together with the re-
spective one-counter machines M, M0, and after a finite amount of time an-
swers whether or not p(m) � p0(m0).
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An additional result is expressed in the following theorem; here a pro-
cess E is called regular iff there is a finite-state process p s.t. E � p.

Theorem 2.4. Regularity (wrt bisimilarity) is decidable for one-counter processes.

Each of the two decidability results is implied by two semidecision pro-
cedures. We can immediately note that semidecidability of nonbisimilarity
E 6� F follows from Proposition 2.2 since one-counter systems (as well as
pushdown systems) are obviously admissible.

We finish this section by recalling some known notions and results which
are then used in the proofs in Section 3.

Given a transition system T = (S; f
a
�!ga2A), we define the class of all

n-incompatible processes as INCTn = fE j 8F 2 S : E 6�n Fg.
More specific variants of the following two propositions were used in

[JM95], [JE96].

Proposition 2.5. For any n, E � F implies that E �n F and E 6!� INCT (F)
n . In

addition, the implication can be reversed for any n s.t. �n�1 coincides with �n

(and hence with �) on T (F):

Corollary 2.6. Let A be a finite transition system with k states. For any states
p; q, it holds that p �k�1 q iff p �k q (iff p � q). It yields for any process E and a
state p of A: E � p iff E �k p and E 6!� INCA

k .

The distance of a process E to F, denoted by Dist(E; F), is the length of
the shortest sequence u s.t. E

u
�! F; if F is not reachable from E, we put

Dist(E; F) = 1. For a set F of processes, we define Dist(E;F) = minfDist(E; F) j
F 2 Fg.

Proposition 2.7. If E � F then Dist(E;F) = Dist(F;F) for any quotient class F of
�n on the set of all processes.

We need the notion of semilinear sets. An important fact is that they are
precisely the sets expressible in Presburger arithmetic (cf. [GS66]); we will use
it implicitly when arguing that some sets are semilinear.

A set V � N r of vectors (r � 1) is linear if there is a base vector~y and period
vectors ~x1;~x2; : : : ;~xm in N r such that V = f~y +

Pm
i=1 ci~xi j ci 2 N g.

V is semilinear if it is a finite union of linear sets.
In fact, here we are mainly interested in dimensions r = 1; 2. The next

fact on one-dimensional semilinear sets is easily derivable:

Proposition 2.8. Suppose a set V � N . Then:

5



1/ If there are c; � 2 N s.t. 8m > c : m 2 V ) m + � 2 V then V is semilinear.

2/ If V is semilinear then there are constants c and ∆ s.t. for any m > c, the
value m mod ∆ determines whether m 2 V or m 62 V.

3 Proofs

In this section we always (implicitly) suppose a given one-counter machine
M with k states (and the stack alphabet fX;Zg); the states are denoted by p; q
(often primed or with subscripts).

Subsection 3.1 proves the crucial fact of this paper (Proposition 3.3)
which shows that the set f(m; n) j p(m) � q(n)g is semilinear for any p; q.
Subsections 3.2 and 3.3 then prove the theorems.

In the proofs we need the notion of the underlying automaton AM which
behaves like M as long as the bottom of the stack is not reached, and also
the notion of processes which are ‘Basically Incompatible’ with (states of)
AM:

The underlying finite automaton AM (viewed as a finite transition system)
has the same set of states as M, and it has the transition p

a
�! q iff M has a

basic transition pX
a
�! q� (� 2 fXg�).

We define BInc = fp(m) j p(m) 2 INCAM
k g = fp(m) j p(m) 6�k q for each

state qg.
When we observe that p(m) �k p for m � k, the next lemma is clear:

Lemma 3.1. If p(m) 2 BInc then m < k. Therefore BInc is a finite, and effectively
computable, set.

Due to corollary 2.6 we can add (recall that k denotes the number of
states of M and hence also of AM):

Lemma 3.2. For m � k (and any state p), p(m) 6� p iff p(m) !� BInc.

Notation. By p(m) !�

�r q(n) (r 2 N ) we mean that there is a path p(m) =

q1(n1) ! q2(n2) ! : : : ! qs(ns) = q(n) s.t. ni � r for i = 1; 2; : : : ; s. By
p(m) !�

POS q(n) (POSitive) we mean that p(m) !�

�1
q(n).

Observe the obvious fact (used implicitly in what follows): if r � 1 then
p(m) !�

�r q(n) iff p(m + �) !�

�r+�
q(n + �) for any � 2 N . In particular

p(m) !�

POS q(n) implies p(m + �) !�

POS q(n + �).
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3.1 Semilinearity Proof

This subsection is devoted to a proof of the next crucial proposition:

Proposition 3.3. For any one-counter machine and its states p; q, the set f(m; n) j
p(m) � q(n)g is semilinear.

First observe that if p(m) !� BInc and q(n) 6!� BInc then surely p(m) 6�
q(n) (cf. Proposition 2.7). Therefore the set B = f(m; n) j p(m) � q(n)g can be
written as B = B1 [ B2 where

B1 = f(m; n) j p(m) � q(n); p(m) 6!� BInc; q(n) 6!� BIncg;

B2 = f(m; n) j p(m) � q(n); p(m) !� BInc; q(n) !� BIncg:

Therefore it suffices to show semilinearity of B1 and B2.
The next lemma is a means for proving semilinearity of B1.

Lemma 3.4. For any state p (of the one-counter machine M), the set fm j p(m) !�

BIncg is semilinear; therefore also fm j p(m) 6!� BIncg is semilinear.

Proof. Recall that we suppose M with k states; let P be the state set.
We have to show semilinearity of R = fm j p(m) !� BIncg. For any Q � P

we define the set RQ � R as follows: m 2 RQ iff there is a ‘witness’ path

p(m) = q1(n1) ! q2(n2) ! : : :! qs(ns) 2 BInc (1)

s.t. qi 2 Q for i = 1; 2; : : : ; s0 where s0 � s is the maximum number s.t. ni � 1
for i = 1; 2; : : : ; s0 (the path goes through states from Q solely while after
the first reaching of the stack bottom—if it happens at all—there are no
restrictions).

It is clear that RP = R and it suffices to show semilinearity of all RQ. We
proceed by induction on jQj.

When Q = ; then RQ is obviously semilinear (RQ = ; or RQ = f0g).
Now we show semilinearity of RQ, jQj > 0, while supposing semilin-

earity for each RQ0 , jQ0j < jQj. Let some m � 2k be in RQ (otherwise RQ is
finite, hence semilinear) and let (1) be a relevant witness path; recall that
k > ns (Lemma 3.1). We can take the leftmost subsequence qi1(m), qi2(m�1),
: : :, qik+1

(m � k); due to the pigeonhole principle, there is q = qia = qib for
a 6= b. Therefore p(m) !�

�n0

1

q(n0
1
) !�

�n0

2

q(n0
2
) !� qs(ns) 2 BInc where

� = n0
1
� n0

2
> 0, n0

2
> 0; hence q(n + �) !�

�n q(n) for any n > 0.

We can write RQ = Rq
Q [ RQnfqg where

Rq
Q = fm 2 RQ j there is a witness path with q = qi for some i; 1 � i � s0g:
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Since m 2 Rq
Q obviously implies m+� 2 Rq

Q, Rq
Q is semilinear (cf. Proposition

2.8 1/); semilinearity of RQnfqg follows from the induction hypothesis.

Corollary 3.5. B1 = f(m; n) j p(m) � q(n); p(m) 6!� BInc; q(n) 6!� BIncg is
semilinear.

Proof. Given r < k, consider B1(r;�) = fn j (r; n) 2 B1g Note that for any
n 2 B1(r;�), n � k implies q(n) � q. Therefore when B1(r;�) is infinite, it
is the union of a finite set and the set fn � k j q(n) 6!� BIncg; in any case,
B1(r;�) is semilinear. Semilinearity of B1(�; r) = fm j (m; r) 2 B1g can be
established similarly. B1 can be written

B1 =
k�1[
r=0

f(r; n) j n 2 B1(r;�)g [
k�1[
r=0

f(m; r) j m 2 B1(�; r)g [ B01

where

B01 = f(m; n) j m � k; n � k; p(m) � q(n); p(m) 6!� BInc; q(n) 6!� BIncg:

B0
1

is either empty (when p 6� q) or equals to f(m; n) j m � k; n � k; p(m) 6!�

BInc; q(n) 6!� BIncg (when p � q).
Thus semilinearity of B1 is clear.

We also need another corollary.

Corollary 3.6. There are constants c and ∆ s.t. for any p and any m > c, the value
m mod ∆ determines whether or not p(m) !� BInc.

Proof. For any state p, we get the relevant cp, ∆p due to Proposition 2.8 2/.
The constant c desired here can be taken as the maximum of cp’s and ∆ can
be taken as the product of ∆p’s.

Our aim now is to show semilinearity of

B2 = f(m; n) j p(m) � q(n); p(m) !� BInc; q(n) !� BIncg

Notation. Dist(p(m);BInc) will be denoted by Dist(p(m)) for short.

Since Dist(p(m)) = Dist(q(n)) is a necessary condition for p(m) � q(n), we
will explore which relation it imposes for m and n. First we show that
Dist(p(m)) is, in fact, linear (when finite) in m with the provision that the
coefficient depends on m mod ∆. Here and further, ∆ is taken from Corol-
lary 3.6.
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Lemma 3.7. There is a constant d 2 N , and for any state p and any congruence
class hiimod ∆

(0 � i � ∆ � 1) there is a rational constant k0 s.t. the following
holds for any m;m � i(mod ∆): if Dist(p(m)) is finite then

Dist(p(m)) 2 hk0m� d; k0m + di:

Proof. Suppose some p and hiimod ∆
. In the proof, for each number de-

noted by m we implicitly suppose m � i(mod ∆). We show that there are
k0 and d0 s.t. Dist(p(m)) 2 hk0m � d0; k0m + d0i, by which we will be done (the
desired d can be taken as the maximum of all relevant constants d0).

Observe that p(m) !� BInc, for a large m, implies a decreasing cycle:

p(m) !�

POS q(n + �) !�

�n q(n) !� BInc for some q; n > 0; � > 0:

Let Q = f q j p(m) !�

POS q(n) !� BInc for some m; n g. Now let q0 be a state

of Q which allows a decreasing cycle q0(n + �w)
w
�!�n q0(n) (for some w,

�w > 0, and all n � 1) with the best decreasing rate—i.e. �w=jwj is maximal
possible. The existence of such q0 can be easily derived (by ‘pigeonhole
principle reasoning’ we could suppose jwj � k). Moreover we can safely
suppose that �w is a multiple of ∆ (otherwise we take w∆ which yields the
same decreasing rate), and thus q0(n + �w) !� BInc iff q0(n) !� BInc for n > c,
c taken from Proposition 3.6.

Let us choose m > c + �w + k s.t. p(m)
u
�!POS q0(n) !� BInc for some u and

n; c < n � c + �w; denote �u = m�n. Note that p(m + j∆)
u
�!POS q0(n + j∆) !�

BInc for any j � 0.
Now let d0 = juj and

d1 = maxfDist(p0(c + x)) j x 2 f0; 1; : : : ; �wg and Dist(p0(c + x)) is finiteg

Then it is clear that for any m > c + �w + k

Dist(p(m)) � d0 +
�

(m� �u � c)=�w

�
jwj+ d1

On the other hand it is easily verifiable that

Dist(p(m)) �
�

(m� �u � c)=�w � 1
�
jwj:

Calculating the desired k0, d0 is now a technical routine (d0 has to be chosen
large enough to ‘cover’ the finitely many m � c + �w + k as well).

9



Corollary 3.8. There is a constant d 2 N s.t. for any p, q and congruence classes
hiimod ∆

, hjimod ∆
, there is a rational constant k0 s.t. the following holds for any

m; n, m � i(mod ∆), n � i(mod ∆): if Dist(p(m)) = Dist(q(n)) < 1 then n 2

hk0m� d; k0m + di.

Proof. Because there are constants k1, k2 and d0 s.t. Dist(p(m)) 2 hk1m � d0;
k1m + d0i and Dist(q(n)) 2 hk2n � d0; k2n + d0i then it must hold k2n � d0 �
k1m + d0 and k2n + d0 � k1m � d0. Hence we have mk1=k2 � 2d0=k2 � n �

mk1=k2 + 2d0=k2.

Recall that our aim is to show semilinearity of B2. We already know that
there is d 2 N and a finite set K = fk1; k2; : : : ; krg of rational constants s.t. it
suffices, for each k0 2 K, to show semilinearity of the set

Bk0 = f(m; n) j p(m) � q(n); n 2 hk0m� d; k0m + dig:

(The union of Bk0 ’s consists of B2 and a subset of B1 which is obviously
semilinear, i.e. expressible in the Presburger arithmetic).

In fact, we will consider only the subset of Bk0 where m > c for a suffi-
ciently large c (the rest being finite and therefore causing no problems); c
will be chosen so that for any m; n, m > c, jn� k0mj � d, the following holds:
for any p0; q0 and any moves p0(m)

a
�! p00(m0), q0(n)

a
�! q00(n0) it is ensured

that jn0 � k00m0j > d for each k00 2 K, k00 6= k0 (a pair of moves cannot lead from
‘Bk0-area’ into ‘Bk00 -area’).

Given k0, let us denote Cut(m) = \1i=0
Cuti(m) where Cuti(m) = f(p0; q0; x) j

x 2 f�d;�d + 1; : : : ; dg; p0(m) �i q0(round(k0m) + x)g.
Observe that there surely is an infinite sequence m0 < m1 < m2 < : : : s.t.

for all i � 0: k0mi is integer, mi+1�mi � 0(mod ∆), k0mi+1� k0mi � 0(mod ∆).
Since, for any m, Cut(m) is a boundedly finite set, there are surely m;m0

satisfying the assumption of the next lemma; and it is easily observable that
the lemma demonstrates semilinearity of Bk0 and thus finishes the proof of
Proposition 3.3.

Lemma 3.9. When Cut(m) = Cut(m0) for sufficiently large m where m < m0,
k0m; k0m0 are integers, m0�m � 0(mod ∆), k0m0�k0m � 0(mod ∆), then Cut(m+�)
= Cut(m0 + �) for any � � 0.

Proof. We show Cut(m + �) � Cut(m0 + �) while the other inclusion will be
completely symmetric.

In fact, we show by induction on i that (p; q; x) 2 Cut(m + �) implies
(p; q; x) 2 Cuti(m0 + �) for all i; for i = 0 it is trivial as well as for � = 0.

10



Induction hypothesis: for any p; q; x; �, if (p; q; x) 2 Cut(m + �) then (p; q; x) 2
Cuti(m0 + �).

Now we consider arbitrary (but fixed) p; q; x; � � 1 s.t. (p; q; x) 2 Cut(m+�)
and we show that (p; q; x) 2 Cuti+1(m0 + �) by which the whole proof will be
finished.

In other words, denoting m1 = m+�, n1 = round(k0(m+�))+x, m2 = m0+�,
n2 = round(k0(m0 + �)) + x, we suppose p(m1) � q(n1) and we have to show
p(m2) �i+1 q(n2).

Let p(m2)
a
�! p0(m2 + y) (�1 � y � max, max depending on the machine

M). There is the corresponding move p(m1)
a
�! p0(m1+y) and there has to be

a move q(n1)
a
�! q0(n1 +z) (�1 � z � max) s.t. p0(m1+y) � q0(n1 +z). We claim

that the corresponding move q(n2)
a
�! q0(n2+z) yields p0(m2+y) �i q0(n2+z).

When jk0(m1 + y) � (n1 + z)j � d (hence also jk0(m2 + y) � (n2 + z)j �
d), it follows from the inductive hypothesis. Otherwise Dist(p0(m1 + y)) =
Dist(q0(n1 + z)) = 1 and p0 � q0. But then also Dist(p0(m2 + y)) = Dist(q0(n2 +
z)) = 1 (recall the property of ∆); therefore p0(m2 + y) � q0(n2 + z).

The remaining parts of the proof are completely similar.

3.2 Decidability of Bisimilarity

Now we can provide a proof for Theorem 2.3:

Theorem. Bisimulation equivalence is decidable for one-counter processes.

Proof. First notice that we can always consider the bisimilarity problem in-
stance ‘p(m) � q(n) ?’ where p(m), q(n) are associated to the same one-
counter machine (which can be achieved by taking the union of two machines—
i.e. union of action sets, and disjoint union of state sets and basic transition
sets).

Recall that it suffices to show semidecidability for ‘p(m) � q(n) ?’ (cf.
Proposition 2.2). Now due to Proposition 3.3 it suffices to generate all
bisimulation candidates R s.t. the set f(m0; n0) j (p0(m0); q0(n0)) 2 Rg is semi-
linear for each pair of states p0; q0, and for each such candidate to check if
R actually is a bisimulation containing (p(m); q(n)). (Descriptions of) such
candidate relations can be obviously generated in a systematic way, and
the condition to be checked is easily seen to be expressible in Presburger
arithmetic, which is decidable (cf. e.g. [Opp78]).

11



3.3 Decidability of Regularity

Here we provide a proof for Theorem 2.4:

Theorem. Regularity (wrt bisimilarity) is decidable for one-counter processes.

Proof. Semidecidability of regularity of p(m) follows from Theorem 2.3. (We
can generate all finite state processes F, viewed as special cases of one-
counter processes, and to check for each of them whether p(m) � F).

Semidecidability of nonregularity will follow when we show that p(m)
is nonregular iff there is a path

p(m) !� p0(m1) !�

POS p0(m2) !�

POS q0(n1) !�

POS q0(n2) !� BInc

where m1 < m2, n1 > n2.
The existence of such a path ensures for any i � 0 that

p(m) !� p0(m2 + i(n1 � n2)(m2 �m1)) !� q0(n1 + i(m2 �m1)(n1 � n2)) !� BInc

which implies that there are reachable states with arbitrarily large (but fi-
nite) distances to BInc—and this obviously implies nonregularity of p(m).
The opposite direction can be also easily established.

4 Further Comments

The example of a pushdown process used in [Sti96]

pX
a
�! pXX; pX

c
�! q"; pX

b
�! r"; qX

d
�! sX; sX

d
�! q"; rX

d
�! r"

can be easily transformed in a one-counter process with the isomorphic
transition system. This process can serve as an example of a one-counter
process which is not equivalent to a BPA-process, nor a BPP-process, and

when adding a rule pX
f
�! qf in we get a one-counter process not equivalent

to any normed pushdown process.
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